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A B S T R A C T   

Understanding preferences and behaviours in road freight transport is valuable for planning and 
analysis. This paper proposes a data-driven vehicle routing and scheduling approach for use as a 
descriptive tool to study road freight transport activities. The model developed seeks to capture 
planners’ or drivers’ preferences in order to reproduce observed road freight activities. The model 
is based on a parametrized time-dependent vehicle routing problem whose parameters can be 
estimated from a set of observed planned tours. We propose a Bayesian optimization technique for 
parameter estimation of the model. Empirical results show that the model can fit real-world data 
accurately and synthesize tour flows close to reality.   

1. Introduction 

Truck flow patterns can best be understood through the study of freight activities on a transportation network. As opposed to 
passenger models, freight transport activities have been less researched and hence the literature in this field is relatively limited. There 
are various reasons for this, among which is that transport modellers often lack observations on firms’ activities, whereas disaggregate 
tour data collection is very expensive. Additionally, modelling freight activities is complex due to the heterogeneity in the transport 
markets (Khan and Machemehl, 2017; Holguin-Veras and Patil, 2007), the variety of objectives, the dynamic nature of the market, and 
the ambiguity in the multi-actor decision-making environment (You,Chow,and Ritchie, 2016; Gonzalez-Calderon and Holguín-Veras, 
2019). Researchers have long recognized that there should be distinctions between freight and passenger transport modelling due to 
the complexity associated with logistic decisions (Tavasszy and De Jong, 2013; Gonzalez-Calderon and Holguín-Veras, 2019). 
Recently, there has been an increasing interest in descriptive agent-based freight simulation models to study these logistic decisions in 
the context of freight transport. Examples of this trend are TRABAM (Mommens et al., 2018), MASS-GT (de Bok and Tavasszy, 2018), 
and SimMobility (Sakai et al., 2020). 

Tour planning is a tactical operation that firms undertake to transport commodities from the point of production to the point of 
consumption. Therefore, tour planning has become a crucial component in all the existing microscopic freight simulation models. Most 
research to date has tended to rely either on statistical/econometric methods (Hunt and Stefan, 2007; de Bok,Tavasszy,and Thoen, 
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2022) or on normative operational research tools (Schröder and Liedtke, 2017; Sakai et al., 2020) to generate tours for simulation 
purposes. 

Models based on econometric methods provide statistical insights on tour formation through sequentially constructing tours based 
on choice models that predict the next trip destination given the current location of the vehicle, until a decision is made to end the tour. 
The most important drawback with this (trip-based) approach is the ex-ante assumption required about the end result of the tours 
before being able to use the model to generate tours. Examples are the number of tours generated from zones and the number of stops. 
Recent research, such as Nuzzolo and Comi (2014) and Thoen et al. (2020), has addressed this issue by introducing a shipment-based 
tour modelling where the construction of tours is based on assigning shipments to a tour rather than focusing on trips. The choice of 
shipment assignment is based on a generalized cost that the next shipment adds to the tour. Although the shipment-based model is the 
most promising tour model so far, such a model is not combinatorial and cannot capture the inter-dependent routing and scheduling 
characteristics of tours. That is the structure of tours and the way tours spatially and temporally form cannot be completely understood 
with such models. 

Normative combinatorial optimization models, on the other hand, stem from a similar context to which the tours are planned in 
reality and thus are able to find the optimal routing and scheduling of shipment pickups and deliveries considering real-world con-
straints. The two main drawbacks of such models are their computation time and lack of generalization. The first issue is more 
manageable due to the recent advances in both hardware technologies and soft computing algorithms. The latter, however, requires a 
new methodology development that can deal with heterogeneity in objectives, constraints, and preferences of tour planners in various 
logistic sectors. The primary contribution of this paper is to bring the advantage of data-driven modelling to normative discrete 
optimization models, capturing the preferences of planners and even drivers in vehicle routing and scheduling of shipments. This leads 
to a more realistic tour model for use in freight simulators. 

This paper is structured as follows. In the next section, we review related literature on tour modelling. Then we propose a 
methodology for a data-driven vehicle routing and scheduling model. Afterwards, the model is applied to the case of freight transport 
in the Netherlands. We conclude the paper by discussing the findings from the tour activities of various industries. 

2. Related research 

Previous research has developed several tour-based freight transport models. We identify three main classes of tour modelling 
approaches in the literature. The first class of freight tour modelling is based on the entropy maximization theory in which the most 
likely tour flow is estimated based on freight trip generation, truck counts on the road network, and total transportation cost or time. In 
this method, the Lagrangian multiplier associated with zones and transport cost and time can be used to interpret the aggregated tour 
flow pattern on a network (Sánchez-Díaz,Holguín-Veras,and Ban, 2015). Gonzalez-Calderon and Holguín-Veras (2017) extended this 
method by adding a heuristic to the model to identify the number and locations of the traffic counts that should be used in the 
estimation. They also tested the sensitivity of the model to the locations of the traffic counts under different scenarios. Although the 
entropy maximization method provides valuable insights into general time-dependent tour flow patterns on an aggregate level and 
bypasses the need for expensive surveys, the method is not able to generate disaggregate tour sequences (Gonzalez-Calderon and 
Holguín-Veras, 2017). 

The second class of tour models relies on the assumption that firms are rational profit maximizers whose behaviour can be predicted 
based on the theory of utility maximization. These approaches can focus on three units of analysis, either trips, as in (Hunt and Stefan, 
2007), shipments as in (Thoen et al., 2020; Nuzzolo and Comi, 2014), or tours (Khan and Machemehl, 2017). Choice modelling is the 
basis for all these approaches helping to explain behavioural daily tour patterns. 

Of this second class of tour models, trip-based models are often estimated based on disaggregate trip data collected through surveys 
or GPS. In these models, tours are constructed through incremental trip chaining in such a way that the next destination in a tour is 
estimated based on the conditional probability of the current stop (Hunt and Stefan, 2007). These types of models are relatively easy to 
implement and provide transport modellers with descriptive statistics and insights into freight transport systems. However, there are 
several issues with these types of models. Discrete choice methods are not subject to constraints (like time windows) and therefore 
hardly can capture spatial–temporal characteristics of tours (Heinitz and Liedtke, 2010). Additionally, trip chaining decisions are made 
once at the tactical level and hence incremental reconstruction of the tour at the operational level is not the context in which carriers 
plan tours in reality. 

Shipment-based tour models, similar to trip-based models, stack a set of choice models to reconstruct tours. The difference is that 
these choice models consider whether or not assigning a shipment to a tour will maximize the utility of the planner based on a 
generalized cost. The most comprehensive shipment-based tour modelling is developed by Thoen et al. (2020). This model consists of 
two binary choice models. The first model is the choice of selecting a shipment to be added to a tour; the second model is the ‘end of 
tour’ choice model that makes sure if the tour should be ended due to duration constraints and or capacity limitations. For recon-
structing tours, a nearest neighbour search algorithm is used to find the next stop. The shipment-based architecture allows the in-
clusion of several logistical constraints, such as shipment size, in tour formation. In practice, tours are often the result of an 
optimization process where optimal time and sequence of trips are treated interdependently. The shipment-based architecture, 
although promising, does not capture scheduling decisions and also does not take the combinatorial challenge of deciding the visiting 
order of locations into account. 

In order to deal with the issues mentioned regarding the second class of tour-based freight transport modelling, some researchers 
have proposed using a family of vehicle routing problems (VRP) and simulation in order to directly study the tours. These VRP for-
malisms model the pickup and delivery behaviour of carriers within a multi-agent micro-simulation framework (Donnelly, 2009; Van 

A. Nadi et al.                                                                                                                                                                                                           



Transportation Research Part C 158 (2024) 104413

3

Heerden and Joubert ,2014; Wisetjindawat et al., 2012; Sakai et al., 2020; Siripirote et al., 2020). Although such normative VRP 
models can perfectly capture space–time constraints, their outcome could deviate from observed tours due to heterogeneity in the tour 
planning preferences of planners (Canoy and Guns, 2019) or other differences between the stylized model and reality. In some sectors, 
executed tours deviate from the planned tours because of the tacit knowledge of truck drivers about the receivers’ conditions and/or 
externalities that are not recognizable to the planners or are not easy to put in the objective function of VRP models (Mandi et al., 
2021). 

Only a few studies have touched upon this problem, introducing a new family of VRP which can be called preference-based routing. In 
this class of VRPs, the objective is to minimize the perceived costs or maximize the utility of planners and/or drivers (Mandi et al., 
2021). From a methodological perspective, these studies can be divided into two groups. The first group of studies uses a matrix of 
transition probabilities between the stops instead of a matrix of distance or travel time in conventional VRPs. Canoy and Guns (2019) 
propose a maximum likelihood routing problem that maximizes the joint transition probabilities while planning tours. They use 
Markov chain models to estimate the transition probabilities. Mandi et al. (2021) propose a similar approach but adopt neural net-
works to estimate transition probabilities. Using neural networks allows for adding contextual variables to the prediction of transition 
probabilities. Both these studies show that this maximum likelihood routing with Markov transition probabilities can learn tours from 
a set of historical solutions with the reasonable route and arc differences. A problem with these approaches is that they require a large 
history of complete tour solutions to learn from. Such information may be available in practice for individual firms, where such tools 
have already been implemented for firms to help planners plan tours. However, generalizable data is hardly accessible for scientific 
purposes and particularly so for freight simulation. This is mainly because individual firms are not willing to disclose their activities 
exhaustively due to their customers’ privacy. 

The second group of studies on preference-based routing in shipment-based tour models employ an inverse optimization approach 
to calibrate a family of multi-objective VRP models. You, Chow, and Ritchie (2016) use the method of successive averages to estimate 
the weights of a weighted sum of multiple objectives from a set of observed tour diaries. The calibrated VRP can be used in any micro- 
simulation framework to simulate the activity of the freight carriers. Similar to the first group, parameter estimation of these methods 
mostly requires fully observed truck movement patterns from GPS trajectories (Siripirote,Sumalee,and Ho, 2020). However, tour data, 
if available, is often privately-owned and only partially available to traffic agencies and policy makers, if at all. As opposed to the 
maximum likelihood routing approach, the parameter estimation of the inverse optimization approach can be adapted in such a way 
that it can learn from partially observed tour information just for cases where full information is not available. Until now, the literature 
lacks an efficient parameter estimation method for these cases. 

In summary, the mentioned studies underline the importance of data-driven routing in freight transport modelling. However, 
existing methods are mostly based on either the data collected from a limited and expensive survey, or on fully observed truck 
movements with trip sequences and schedules obtained from GPS. In either case, existing work has neglected the role of scheduling of 
tours. Here, a method to estimate disaggregate dynamic tour planning spatially- and temporally based on partially-observed tour data 
will be a requirement. The regular inverse optimization technique as proposed in You, Chow, and Ritchie (2016) cannot be adopted 
when the tour information is not fully available. To the best of our knowledge, the development of a method to calibrate a time- 
dependent VRP model based on shipment flows with partially observed tour data has not yet been explored and is therefore the 
subject of the current paper. To address this research gap, we propose an efficient parameter estimation method to build a data-driven 
time-dependent VRP model based on partially observed tour information. 

Fig. 1. Deviation of executed tour length from the TSP routes.  
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This study advances the state-of-the-art the literature in three ways:  

1. It designs a new freight routing and scheduling model for transport modelling that can accurately link freight tour activities to the 
truck flows per time of day in between firms or traffic analysis zones.  

2. It utilizes partially available tour information, to make sure that the model is as close as possible to reality, by generating the tour 
planning patterns of various carriers.  

3. It proposes a new and efficient parameter estimation method that combines the strength of both optimization and machine learning 
approaches, to provide statistical insights with a certain confidence about tour patterns learned from data. 

3. Method for data-driven routing and scheduling 

Recall that our objective is to infer from historical data the collective pattern of pre-trip routing and scheduling process of freight 
transport. In the tour planning process, planners often use optimization software that can produce pickup and delivery plans that 
minimize tour length and travel time. Such optimization problems are known as traveling salesman problems (TSP), for one vehicle, or 
vehicle routing problems for multiple vehicles. 

To explore the potential deviation of planners from TSP tour sequences, we use a large tour database collected by the Central 
Bureau for Statistics (CBS) in the Netherlands. After data pre-processing, a set of 16,171 tour activities of the 720 vehicles from the 
largest carriers are selected for this study. We provide more information about this dataset in Section 4. 

We use the state-of-the-art open-source Google OR-Tools solver (https://developers.google.com/optimization/) to solve a 
benchmark TSP for all the tours in the dataset. Fig. 1 compares the length of the observed tours with the TSP routes. From this 
experiment, we identify that tours are on average 18.5 % longer than TSP solutions. This reveals that planners or drivers, in many 
cases, do not prefer the tours with the lowest travel times or costs: the data finds that the humans are apparently not rational with 
respect to the TSP optimization model (Hofstede et al., 2019). 

In some cases, planners might use other objectives like fuel consumption and/or the cost of carbon emissions in the objective of the 
optimization problem. Further, our estimate of times and costs may differ from those used by the firms. However, such objectives and 
other real-world constraints or their perception of time and costs are not observable to us. 

To deal with this problem and capture the preferences of planners and drivers in planning tours, we propose a data-driven routing 
and scheduling problem where the preferences of the planners can be identified through a set of features associated with zones (or 
firms). To achieve this, we include a linear weighted sum of these features in the cost of routing and scheduling decisions. We use the 
Benders decomposition method (Castellucci,Darvish,and Coelho, 2021) with an adaptive large neighbourhood search (ALNS) algo-
rithm to find the optimal sequence of visited zones/firms, and utilize a Bayesian optimization algorithm to iteratively update the 
parameters associated with the zonal features. We next give details of the mathematical model and the decomposition-based approach. 

3.1. Tour modelling formulation with learnable parameters 

We formulate each tour in our data set as a time-dependent TSP with pickup and delivery and capacity constraints. In our data, 
tours are often starting from the base location of carriers or firms to visit consumers of goods, transshipment terminals, manufacturers, 
retailers, or distribution centres. For each firm in the area of study, this TSP is defined on a graph G={V, A} where V is the set of all 
nodes and A is the arcs’ set. Vertices of this network consist of carriers’ depot {0}, pick-up points P and delivery points D. Each link is 
associated with cm

ij which is a function of features related to the pickup or delivery points and the link between them in time interval m. 
The higher the cm

ij the lower the inclination of planners to visit j after i in the sequence. The order of visiting locations, however, 
depends on a combination of the planner’s tendency towards all other i and j, and hence can be identified through combinatorial 
optimization. Each pick-up point i is also associated with demand quantity qi > 0 and its corresponding delivery point qi+m = -qi. For 
better reference to the indices, parameters and decision variables, we list them as follows:  

V A set of pickup and delivery locations 

i,j Index of pick up or delivery locations i,j ∈ V 
M A set of time intervals 
cap Maximum capacity of vehicle k 
Li A load of a vehicle visiting location i 
xm

ij If a vehicle travels from i to j in interval m, then xm
ij = 1, otherwise xm

ij = 0 
β Vectors of parameters to be estimated for the cost of the links 
cm

ij Cost of the link between i and j in the interval m ∈ M (with learnable parameters) 
tmij Travel time between i and j in the interval m ∈ M 
ai Arrival time to location i 
si Loading/ unloading duration in location i 
qi Demand quantity in location i 
vi Index of the first node in the route that visits node i ∈ V  

We adopt a compact form of a standard two-index formulation of the time-dependent pickup and delivery problem from Castellucci, 
Darvish, and Coelho (2021) and Furtado et al. (2017). In this paper we are not proposing a new formulation; rather, we propose a 

A. Nadi et al.                                                                                                                                                                                                           

https://developers.google.com/optimization/


Transportation Research Part C 158 (2024) 104413

5

method that can be used to make any class of TSP learnable from a set of real-world historical tours. We choose the following 
formulation because it is aligned with the structure of tours that is observable to us. One can adapt this formulation based on the need 
and observability of real-world objectives and constraints. 

min
∑

m∈M

∑

i∈V

∑

j∈V
cm

ij x
m
ij (1) 

subject to: 
∑

m∈M

∑

i∈V
xm

ij = 1; ∀j ∈ P ∪ D (2)  

∑

m∈M

∑

j∈V
xm

ij = 1; ∀i ∈ P ∪ D (3)  

∑

m∈M

∑

i∈V
xm

ij =
∑

m∈M

∑

i∈V
xm

ji ;∀j ∈ V,m ∈ M (4)  

∑

m∈M

∑

j∈V
xm

0j = 1; ∀j ∈ V,m ∈ M (5)  

aj ≥ ai + si + tm
ij − M

(
1 − xm

ij

)
; ∀i ∈ V, j ∈ V,m ∈ M (6)  

Lj ≥ Li + qi − M
(

1 − xm
ij

)
; ∀i ∈ V, j ∈ V,m ∈ M (7)  

Max{0, qi} ≤ Li ≤ min{cap, cap+ qi} (8)  

ai+n ≥ ai + si + tm
i,i+n;∀i ∈ P,m ∈ M (9)  

vi+n = vi;∀i ∈ P (10)  

vj ≥ j.xm
0j;∀j ∈ P ∪ D,m ∈ M (11)  

vj ≥ j.xm
0j − n

(
xm

0j − 1
)
;∀j ∈ P ∪ D,m ∈ M (12)  

vj ≥ vi − n
(

xm
ij − 1

)
; ∀i, j ∈ P ∪ D,m ∈ M (13)  

vj ≤ vi − n
(

1 − xm
ij

)
; ∀i, j ∈ P ∪ D,m ∈ M (14)  

ai + si − t(m − 1)Xm
ij ≥ 0; ∀i ∈ V, j ∈ V0},m ∈ M (15)  

ai + si ≤ t.m+
(

1 − Xm
ij

)
(T − t.m); ∀i, j ∈ V,m ∈ M (16)  

xm
ij = {0, 1} (17) 

The objective function presented in Equation (1) minimizes the perceived cost of routing and scheduling for planners/drivers. 
Equations (2) and (3) make sure that each node is visited exactly once. Equation (4) ensures the degree of balance for all nodes. 
Equation (5) represents the constraint for the truck being departed from the depot. The load and time consistency is guaranteed with 
constraints presented by Equations (6) and (7). The inequality constraint proposed in Equation (8) ensures the capacity limitation of 
vehicles. Equation (9) guarantees the precedence of pickup and delivery locations, as pick-up points always must be before delivery 
points. Equations (10) to (14) reflect the pairing relation which makes sure that all related pick-up and delivery locations are on the 
same tour. We defined the lower and upper bound on departure times in equations (15) and (16) ensuring that departure time from 
each location is linked with its associated interval m. Finally, Equation (17) defines the domain of the decision variable. The above 
formulas represent in general how tours can be planned by firms based on a dataset. We did not include the time windows constraint. 
As mentioned previously, not all the tour information is available for transport modellers. Real-world constraints like time windows, if 
available, can add to the accuracy of the model. 

To capture the spatial and temporal preferences of tour planners from a set of partially observed tours information, we define cij 
(presented in Equation (1)) to represent the cost of visiting j after i from the planner’s perspective. We link this cost to a set of features 
that relate to the characteristics of visiting zones or firms and also the link between them: 
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cm
ij =

∑F

f
βm

f χm
fij + bm (18) 

In Equation (18), βm
f represents the importance of feature f and χm

fij represents the value of each feature in time interval m and bm is a 
bias term that captures the aggregate costs that planners may consider but is not observable to us. We introduce the features that can 
contribute to the planner’s preferences. This implies that we estimate different parameters for similar features at different tour de-
parture times. These features are as follows:  

• χm
1ij: travel time cost per hour between firm/zone i and j when the trip starts at time interval m. This can be derived by multiplying a 

fixed cost per hour by the travel time between i and j. 
• χm

2ij: transport cost per kilometre between firm/zone i and j when the trip starts at time interval m. This can be derived by multi-
plying a fixed cost per kilometre by the distance between i and j.  

• χm
3ij: vehicle load while traversing from i to j and the trip starts at time m.  

• χm
4ij: ratio of the number of commodities for being picked up or delivered in j over i and the trip starts at time m.  

• χm
5ij: ratio of the weight of commodities for being picked up or delivered in j over i when the trip starts at time m.  

• χm
6ij: transport cost per kilometre between depot and j over transport cost per kilometre between the depot and i when the trip starts 

at time m.  
• χm

7ij: travel time cost per hour between depot and j over travel time cost per hour between the depot and i when the trip starts at time 
m.  

• χm
8ij: transport cost per kilometre between j and depot over transport cost per kilometre between the depot and i when the trip starts 

at time m.  
• χm

9ij: travel time cost per hour between j and depot over travel time cost per hour between i and depot when the trip starts at time m.  
• χm

10ij: 1 if j is a producer/consumer of goods and i is the distribution centre and 0 otherwise.  
• χm

11ij: 1 if both i and j are distribution centres and 0 otherwise.  
• χm

12ij: 1 if the commodity between any i and j is of type NSTR 0 (agricultural products) and 0 otherwise.  
• χm

13ij: 1 if the commodity between any i and j is of type NSTR 1 (food products) and 0 otherwise.  
• χm

14ij: 1 if the commodity between any i and j is of type NSTR 6 (construction materials) and 0 otherwise.  
• χm

15ij: 1 if the commodity between any i and j is of type NSTR 7 (fertilizers) and 0 otherwise.  
• χm

16ij: 1 if the commodity between any i and j is of type NSTR 8 (chemical) and 0 otherwise.  
• χm

17ij: 1 if the commodity between any i and j is of type NSTR 9 (machinery and others) and 0 otherwise. 

Together, these features help to identify the preferences of planners in the routing and scheduling of different commodities between 
different logistics firms. Besides feature parameters, there might be some other necessary but unknown parameters in the model that 
can be estimated from the observed data. In this study, for example, the loading and unloading duration of commodities, si, is not 
reported. We therefore assume that the loading and unloading of commodities is a random process that its service time has a cu-
mulative exponential probability distribution with an unknown average service time μ. Hence the probability that the service time in 
location i, will be less than or equal to t is: 

P(si ≤ t) = 1 − e− μt (19) 

The unknown average service time μ has to be estimated along with the other parameters. 

3.2. Parameter estimation of the tour model 

Having described the mathematical model, we now describe how to estimate its parameters. In general, we begin with initializing 
the parameter of the models with some initial values. Then we use the ALNS search algorithm and Benders decomposition to generate 
route sequences and departure time schedules for the tours. We iteratively update the parameters of the model minimizing the de-
viation between generated and observed tour characteristics. This process requires repeatedly solving the TSP model after each update 
in parameters. Since TSP models are computationally expensive, we cannot easily adopt a complete optimization algorithm to search 
for a better set of parameters. Alternatives are local search algorithms, perturbation stochastic approximation methods, or gradient 
descent algorithms – all of which may stop in a local optimum and hence report inefficient results. 

To deal with this problem, we adopt from artificial intelligence the model-based Bayesian optimization technique that is suc-
cessfully applied in hyper-parameter optimization of black-box functions like deep learning neural network models. Model-based 
algorithms are a class of global optimization methods that can be used to find the minimum of functions that are expensive to eval-
uate, do not have derivatives available, and can only be measured under noisy environments or simulations. Examples of such al-
gorithms are LineBO (Kirschner et al., 2019), DONE (Bliek,Verwer,and de Weerdt, 2021) and SMAC (Hutter et al., 2011). These 
algorithms are mainly based on two principal goals: to explore the search space sufficiently for a global minimum, and to obtain a good 
solution in as few function evaluations as possible. These methods use a surrogate surface fitted to the parameter space in order to 
reduce the number of function evaluations while searching for the global optimum. In this paper, we propose the same approach to 
estimate the parameters of the tour model. 
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In Fig. 2 we illustrate the parameter estimation algorithm which can be explained in five steps as follows: 
Step 1: Prepare instances of observed tours with all the matrices of features related to visiting locations in different time intervals. 
Step 2: Generate n initial parameters Θ={θ1,θ2,…,θn} for the tour model using Latin hypercube sampling. Each θn includes all β 

parameters, bias terms b, and the μ parameter. We started with 15 initial samples of all parameters. 
Step 3: For each parameter setting, we solve the tour model for all instances prepared in step 1. We employ ALNS using simulated 

annealing to provide approximate solutions for carriers having a large number of customers in the planning horizon. Since our model is 
time-dependent and the tour solving algorithm has to find actual departure time from each node considering traffic conditions, exact 
solutions for such problems require longer computation time. To help the algorithm search both time and space dimensions faster, we 
adopt a logic-based Benders decomposition method as presented in (Castellucci,Darvish,and Coelho, 2021). The main idea of this 
technique relies on heuristically decomposing and solving smaller problems that lead to faster and more efficient ways of solving the 
main optimisation problem. We thus decompose the time-dependent tour model presented in Equations 1–17 into master and sub- 
problems. 

Fig. 2. Procedure of model construction and parameter generation.  
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Master problem: 
In the master problem, we calculate the routes with constant travel time throughout the day. Essentially, the master problem serves 

as a relaxation of the time-dependent TSP in which the problem is reformulated by enumerating all possible routes for a selected tour 
(vehicle). To this end, we define an auxiliary variable cmin

ij as the minimum travel time along arc i and j. 

cmin
ij = min

m∈M
cm

ij (20) 

Equation (20) only concerns the time-dependent attributes in cm
ij that is χm

1ij, χm
7ij, and χm

9ij. Let R be a set of feasible routes for a tour. 
These routes are defined as a sequence of nodes departing from a depot. For any feasible route, we assume zr is the time-dependent tour 
cost of the route r. We define variable xij∊{0,1} to indicate if a link between i and j is traversed. Additionally, we introduce cr ≥ 0 which 
is the additional time-dependent tour costs. This term serves to penalize the master problem’s objective function in response to the 
feedback received from the sub-problem. The master problem is the reformulation of the proposed TSP model in Equations (1)–(14). To 
avoid formula repetition, we will only present the objective function of the master problem. The constraints 2–14 remain unchanged, 
except for the omission of index m. 

Min
∑

i∈V

∑

j∈V
cmin

ij xij + cr (21) 

Note that the cost of a tour is separated into minimum cost cmin
ij and additional cost cr. The feasible solution of the master problem 

always remains feasible after applying the time-dependent travel time due to time-independent constraints in the master problem. To 
properly consider the additional time-dependent costs of traversing each link for a feasible solution of the master problem, we generate 
the violation term using equation (22). 

cr ≥ zr −
∑

(i,j)∈R

cmin
ij (22) 

Sub problem: 
Upon discovering a feasible solution to the master problem, we use a sub-problem to compute the complete set of arrival and 

departure times using time-dependent travel time matrices. Subsequently, we integrate the feasibility violations determined in the sub- 
problem back into the master problem’s objective function. To formulate the sub-problem, consider having a feasible solution to the 
master problem that consists of a set of nodes Vr. The objective function of the sub-problem (Equation (23)) is to determine the optimal 
interval m in which the total time-dependent cost of the master problem’s feasible tour reaches its minimum value. For any xij = 1 in 
this tour, we ensure the same arc is used in the sub-problem using constraint (24). The timing relationship between the consecutive 
stops and the boundaries of the departure time from each visit is given by Equations (25) and (26). Finally, constraints (27) and (28) 
enforce the domain of variables. 

Minzr (23) 

Subject to: 
∑

m∈M
xm

ij = 1; i, j ∈ Vr (24)  

ai + si + t(m − 1)xm
ij ≥ 0; ∀i, j ∈ Vr,m ∈ M (25)  

ai + si ≤ t.m+
(

1 − xm
ij

)
(T − t.m); ∀i, j ∈ Vr ,m ∈ M (26)  

xm
ij ∈ {0, 1} (27)  

zr ≥ 0 (28) 

To solve the sub-problem, we enumerate over all time intervals seeking the optimal solution that designates the departure time of 
the vehicle that minimizes its time-dependent tour cost after visiting all nodes in Vr following the links in the feasible solution provided 
by the master problem. For more details on how this method performs in solving time-dependent TSP as compared to other methods, 
we refer our readers to Castellucci, Darvish, and Coelho (2021). 

Adaptive large neighbourhood search. 
We utilize an adaptive large neighbourhood search (ALNS) with simulated annealing (SA) as the solver for solving the above time- 

dependent pickup and delivery TSP. The idea of this algorithm was first proposed by (Ropke and Pisinger, 2006). We use the same 
principles to search through solution space for an approximation of the optimum solution. Given that SA is inherently a discrete al-
gorithm, the solutions of a TSP can be coded as a permutation of the nodes’ indices. SA involves an iterative procedure where, in each 
iteration, a new solution is generated and evaluated based on the preceding solution. Many heuristics have been devised to generate 
solutions for SA through permutation operations. ALNS enables the solver to select multiple heuristics, drawing from their respective 
success rates in prior iterations. This can take place by assigning a weight to each heuristic, reflecting its historical efficacy. These 
weights are updated periodically during the runtime of the SA algorithm. The selection of each heuristic from the set heuristics H =
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{hi ∨ i = 1,2,⋯k} is based on the probabilities calculated as follows: 

P(hi) =
whi

∑k
j=1whj

(29) 

In ALNS, we update the weights of the heuristics after Pu iterations (see Equation (30). 

whi =

⎧
⎨

⎩

(1 − ∅)whi + ∅
shi

nhi

, if nhi > 0

(1 − ∅)whi , if nhi = 0
(30) 

where shi is the number of time that the heuristic h has been successful in improving the solution over nhi that is the number of time 
that this heuristic has been used during the Pu iterations. 

A factor 0 ≤ ∅ ≤ 1 is defined in equation (30) to control the impact of the recent success of a heuristic on its weight. It is worth 
mentioning that the success of a heuristic depends on three conditions, namely (1) if the new solution (x′) found by the heuristic is the 
best one so far; or (2) if the new solution (x′) improves the current solution (x); or (3) if the solution does not improve the current 
solution but is accepted. The third condition is due to the SA that accepts such solutions based on Boltzmann probability e− (f(x′)− f(x) )/T 

that depends on the cost difference of the new and current solutions controlled by a so-called temperature factor T ≥ 0. For more 
information on the ALNS with SA please refer to Ropke and Pisinger (2006). For the implementation of the tour model, we use open- 
source Python packages, in particular the state-of-the-art Google OR-Tools. 

Step 4: Given the observed tour sequences and generating tours based on initial zone feature weights Θ, we can evaluate the tour 
model by comparing observed and generated tours. Previous research introduced arc and route deviation metrics to measure similarity 
or dissimilarity between two sequences. However, we cannot use these metrics as our observed tours do not reveal such information. In 
our case where the tour information is partially available, we compare available tour information using the following loss function: 

l(θ) =
1
N
∑N

n=1

(
rn − rẤn

)2
(31) 

where N denotes the number of observed tours, rn is the observed tour information (i.e., tour length, tour duration, tour start time 

and end time), and r
Ấ

n is the tour information generated by the tour model. 
Step 5: In this step, we iteratively update the initial parameters θ minimizing the loss function defined in equation (31). We adopt 

the following steps of the Bayesian optimization algorithm to find parameters θ. 
1- Surrogate construction: Fit a surrogate surface f to the evaluated Θ samples using a Multivariate Gaussian process with mean μ 

and covariance Σ (see Equations 32–34). 

f (Θ)N(μ,Σ) (32)  

Σ = K(θ, θ′) =

⎡

⎣
K(θ1, θ1) ⋯ K(θ1, θn)

⋮ ⋱ ⋮
K(θn, θ1) ⋯ K(θn, θn)

⎤

⎦ (33)  

K(θ, θ′) = exp

(
(θ − θ′)2

2d2

)

(34)  

The kernel function k(θ,θ’) determines how smooth the surrogate surface could be and the length parameter d scales the correlation 
between parameters θ and θ′. 

2- Search for minimum: Find the minimum of the interpolated surface for the sample of parameters. This gives us the alternative 
point with the lowest mean sample values among the already evaluated points. 

θmin = argmin
θ∈Θ

f (θ) (35) 

3- Next evaluation point: the next evaluation point θ* in parameter space is where the expected improvement (EI) measure is 
maximum. This EI measurement is introduced in Equations (36) and (37) to balance exploration and exploitation. 

EI(θ*)= E[max(f (θmin) − f *(θ), 0) (36)  

f *(θ)N(f (x), σ(θ) ) (37) 

Where f(θ) is the mean stochastic prediction at point θ and σ2(θ) is the estimate of prediction error. 
4- Update the surrogate surface: With the new parameter θ*, we update the covariance matrix and consequently the surrogate 

surface (see Equations 38–42). The process iteratively continues until the stopping criteria apply. 

J(θ*)|J(θ1),⋯, J(θn)N(μ(θ*),K(θ*) ) (38) 
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μ(θ*) = kθ* (θ*)
T k− 1

θ*θ* g (39)  

g = (J(θ1),⋯, J(θn) )
T (40)  

Kθ* (θ*)
T
= (k(θ*, θ1),⋯, k(θ*, θn) ) (41)  

K(θ*) = k(θ*, θ1)+ kθ* (θ*)
T k− 1

θ*θ* kθ* (θ*) (42)  

4. Empirical validation 

Having described the proposed tour model, we now apply it to a real-world set of shipment data and imperfect tour information in 
the Netherlands. We first describe the databases used and the data preprocessing that was applied, before estimating the parameters of 
the tour model. 

4.1. Firms and carriers’ tour databases 

For the development of this tour model, we use carriers’ tour data collected by the Statistics Netherlands (CBS). This data is 
available only with the permission of CBS. The data includes over 2.7 million records of shipments across the country for the years 
2013–2015. In this data collection, the largest third-party carriers are legally obliged to fill in a form that collects one week of their 
activities. In most cases, the data has been exported directly from the firm’s transportation management system automatically through 
an XML data structure. 

The data includes the geographic locations of loading and unloading of shipments, their commodity type, and shipment size. It also 
provides information about the capacity of the vehicles and is enriched with other data sources (e.g., firm establishment data) to 
express locations of important activities including distribution centres, transshipment terminals, and producer/consumer of goods. The 
data provides aggregate information about each tour as well. This information is about the total tour costs and times, shipments that 
belong to one tour, the first and last visited locations, and the start and end time and location of the tour. Although the data includes 
very detailed information about the shipments, it does not provide us with the order of trips in a tour. The tour database only includes 
the total tour duration. However, the intermediate travel time between each visited customer is not provided. To impute these 

Table 1 
Descriptive statistics of tour data.  

Tours characteristics Number of tours Percentage of tours 

Number of stops   
3–5 6734 44 % 
6–10 7378 48 % 
>10 1183 8 % 
Tour length (km)   
0–50 649 4 % 
50–100 1576 10 % 
100–200 4020 26 % 
200–400 7170 47 % 
>400 1880 12 % 
Tour Duration (hour)   
0–3 1651 11 % 
4–6 2925 19 % 
7–8 3171 21 % 
9–10 3095 20 % 
>10 4453 29 % 
Commodity types   
0 1530 10 % 
1 4457 29 % 
6 183 1 % 
7 41 0 % 
8 98 1 % 
9 8986 59 % 
Logistics activities Number of shipments Percentage of shipments 
Intermediate Loading locations 
DC 17,083 16 % 
TT 1861 2 % 
P/C 88,454 82 % 
Intermediate Loading locations   
DC 5128 5 % 
TT 2277 2 % 
P/C 99,993 93 %  
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intermediate travel times and distances, we use the calibrated national Dutch regional traffic model. This model helped us to create 
skim matrixes of the morning, midday and afternoon travel times between each traffic analysis zones in the Netherlands. For more 
information about the available data see de Bok and Tavasszy (2018) and Thoen et al. (2020). 

After preprocessing the data, we selected a subset of 16,171 tour activities (107,398 shipments) of the 720 vehicles from the largest 
carriers. This subset does not include direct tours. We excluded direct tours from our sample because such tours do not reveal the 
routing preferences of the planners. The proposed method after training can still generate direct tours if the capacity of the vehicle is 
reached or the VRP cannot bundle a shipment with others due to the costs of other tours. Table 1 reports the descriptive statistics of the 
selected tours. 

4.2. Results of the model estimation 

We hold out 20 % of the tour data for validation, and train the tour model based on the rest of the tour data using the Bayesian 
optimization algorithm of Section 3.2. We draw the index of the training set from a random uniform distribution to avoid any bias in 
the selected data. We set the number of initial parameter samples in Bayesian optimization to 15. Parameters associated with features 
are bounded between − 10 and 10. The parameter of the service time generator is assumed to be an integer between 20 and 120 min. 
We specify 0.05 as the stopping criteria meaning that the model does not improve the solutions by at least 5 % in 5 consecutive it-
erations, the algorithm stops updating the parameters. We activate this criterion after 50 iterations. We also set the maximum number 
of iterations to 100 based on initial trials. All the features are normalized between 0 and 1 using a min–max scaler. For tours with 10 or 
greater stops, the TSP solver automatically switches between exact and heuristic algorithms for solving the TSP models. 

In our experiment, the number of time intervals that the departure time of tours may fall in is m = 3. This indicate morning peak, 
afternoon peak, and off-peak periods. For feature selection, we started with features 1 to 6 from the list of features that are introduced 
in Section 3.1. These features can explain planners’ preferences intuitively. Then we consecutively add/remove other features to the 
model only if they improve the final loss function value. Table 2 shows the estimated parameters of the tour model. 

In Table 2, each estimate is associated with the standard deviation of estimates around the surrogate surface (see Equation (26)). 
The columns ‘std’ shows how reliable estimates are in terms of the standard deviation. In general, we can see that the estimated 
parameters are less reliable for the afternoon as compared to morning and off-peak periods. This is probably because there are 
relatively lower trip legs in tours that fall in the afternoon period and therefore the algorithm has fewer observations that it can learn 
from. 

The result shows that both transport costs and travel time costs between i and j (χm
1ij and χm

1ij), increase the cost cij and therefore lower 
the preference of planners to keep j after i is the sequence of trips. The transport cost has a higher impact on the planner preferences as 
compared to travel time cost. The higher weight for travel time in the afternoon indicates that carriers value afternoon travel times 
more than morning or off-peak periods. This means that carriers are more likely to avoid including a link in a tour that has a larger 
travel time during the afternoon. 

Similarly, transport costs in the afternoon are more important than the morning and off-peak periods. This indicates that trips that 
are scheduled in the afternoon within a tour are more likely to be shorter than trips in the morning or noon. However, the standard 
deviations of estimates for a time in the afternoon, although acceptable (we accept estimates with std < 5e-2), are slightly higher than 
the morning and afternoon estimates. This is because of the lower number of tour samples in this category for parameter estimation. 

The load of vehicles χm
3ij has significant negative impacts on the planners’ cost cij and therefore, if the vehicle has a higher load on 

Table 2 
Estimated parameters of the model.  

No features  Morning peak  Afternoon peak  Off-peak  

Estimates std  Estimates std  Estimates std 

1 χm
1ij   1.12 1.8e-4  2.1 1.52e-05  1.064 2.18e-4 

2 χm
2ij   3.52 1.5e-3  4.8 0.014  4.15 2.87e-5 

3 χm
3ij   − 2.39 1.42e-5  − 3.89 1.7e-4  − 1.66 1.3e-5 

4 χm
4ij   − 0.251 1.4e-8  − 0.312 3.29e-4  − 0.107 1.3e-2 

5 χm
5ij   − 0.097 1.2e-3  – –  − 0.042 4.38e-2 

6 χm
6ij   − 2.379 1.4e-8  − 3.289 1.3e-2  − 1.263 3.29e-9 

7 χm
7ij   − 1.246 1.5e-6  − 1.956 1.7e-4  − 0.954 1.3e-5 

8 χm
8ij   − 2.074 2.1e-2  3.173 3.7e-3  1.063 1.73e-5 

9 χm
9ij   − 1.331 1.87e-3  1.212 2.7e-3  1.023 3.8e-5 

10 χm
10ij   − 0.471 6.3e-7  − 0.423 3.9e-3  − 0.529 2.2e-8 

11 χm
11ij   0.516 2.5e-3  – –  0.294 4,1e-3 

12 χm
12ij   − 0.170 1.6e-4  − 0.289 1.7e-4  0.363 2.4e-6 

13 χm
13ij   0.055 2.3e-4  − 0.181 1.2e-3  − 0.541 3.1e-5 

14 χm
14ij   − 0.134 1.7e-2  – –  – – 

15 χm
15ij   − 0.041 1.3e-2  – –  – – 

16 χm
16ij   − 0.314 1.83e-5  − 0.155 3.96e-4  0.251 3.1e-3 

17 χm
17ij   0.268 6.5e-4  0.164 2.8e-3  − 0.512 3.8e-6 

Service time estimate: 52 min  
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the link i-j then the cost of this link is less from the planners’ perspective. The ratio of the number of commodities in j over i (χm
4ij) also 

has a significant negative impact on the planners’ cost which implies that if there is a larger number of commodities in j as compared to 
i for pickup or delivery, the perceived cost of planners traversing the link i-j in a tour will become less. The same explanation emerges 
for the ratio of weights χm

4ij, however, the magnitude of the impact is relatively lower. 
Parameters associated with features χm

6ij and χm
7ij indicate how travel time and cost of the depot to i and j, can influence the planners’ 

inclination to keep link i-j in a tour. As the figures suggest, these features have negative impacts on the total cost (positive impact on 
planners’ preferences). This intuitively shows that if j is further away from depot as compared to i or the travel time between depot and 
j is higher than the travel time between the depot and i, the planners would like to keep j after i in the tour. 

Parameters associated with features χm
8ij and χm

9ij indicates how travel time and cost of i and j to the depot, can influence the planners’ 
preferences to keep j after i in a tour. The sign of the parameters shows that, during off-peak and afternoon peak periods, these features 
have positive impacts on the total cost of traversing from i to j, from the planners’ perspective. This means that if the depot is further 
away from j as compared to i or the travel time between j and depot is higher than the travel time between i and depot, the planners do 
not prefer to keep j after i in the tour. For the morning peak period, however, the sign is counter-intuitively negative. One possible 
reason for this could be that planners do not value trips back to the depot in the morning as during this period trips in tours are more 
outgoing flows. The lower std for these parameters also shows relatively low confidence, which means probably there are fewer 
observations to support this parameter. 

The negative sign of features χm
10ij indicates that the trips between distribution centres and producer–consumer have lower 

perceived costs from the planners’ point of view. On contrary, if both i and j are distribution centres χm
11ij, then planners prefer not to 

put j after i in the trip sequence of a tour. Given our dataset, the model cannot estimate a significant parameter for the afternoon due to 
a lack of observations. 

Features χm
12ij to χm

17ij relates the planners’ preferences for routing and scheduling of five different commodity types. Unlike other 
features that interdependently explain the preferences of planners towards routing and scheduling of trips inside a tour, these features 
mostly influence only the scheduling decisions. This is because the commodity type category does not change within a tour in 95 % of 
our sample dataset. The positive sign of these commodity types within a particular time interval means that planners have less interest 
to schedule trips carrying the commodity type within that interval. For example, the weights of χm

12ij is positive for the off-peak period 
and negative for morning and afternoon periods. This implies that planners prefer to schedule trips with agricultural products during 
off-peak periods. 

The model also suggests generating on average 52 min of service time using exponential distribution for (un)loading locations. The 
service time generator has a minimum bound of 20 min. Drivers’ break times are estimated collectively with the service time. Our 
dataset does not report on when and where they stop to rest but reports on the actual tour duration; hence the model can only capture 
these extra times along with the service time of each zone. 

4.3. Model performance 

To study the performance of the model, we report on the mean absolute percentage error (MAPE) and the coefficient of deter-
mination (R-squared) regarding estimated and observed tours’ length and duration. To scope our model’s merits, we also compare the 
fit of the proposed data-driven TSP model and the benchmark TSP model individually against real-world tours. With this, we aimed to 
demonstrate the real-world applicability and advantages of our proposed framework. we believe that this comparison serves as a 
baseline for highlighting the innovative nature of our model. 

The high R2 measurement confirms the overall good performance of the data-driven TSP model to generate real-world tour data. 
Table 3 shows that the purposed model can predict tour length with 5.1 % error on the train and 9.3 % error on the test datasets. The 
benchmark TSP model with 18.6 % and 17.9 % errors on train and test datasets respectively shows higher deviation from real-world 
tour data. As opposed to the benchmark TSP, the data-driven model also shows relatively high similarity to reality regarding tour 
duration. However, the lower performance of the model in predicting tour duration as compared to the tours’ length is because of the 
stochasticity in the service time of the visiting locations. 

By contrasting the two approaches, we emphasize the benefits of leveraging real-world data to better understand and predict 
routes, which is a significant departure from using the traditional TSP in freight transport modelling and simulation. Please note that 
by comparing these approaches against real-world data, we are not generally claiming any superiority of our model over the traditional 

Table 3 
Performance of the model.  

KPI Model Train data Test data 

MAPE(%) R2 MAPE(%) R2 

Tour length (km) Data-driven TSP  5.1  0.92  9.3  0.9 
Benchmark TSP  18.6  0.81  17.9  0.82 

Tour duration (min) Data-driven TSP  12.3  0.88  12.7  0.86 
Benchmark TSP  23.2  0.68  21.8  0.71  
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TSP method rather we challenge the usability of the traditional non-data-driven TSP models in the simulation of tour planning in the 
freight transport system. 

We acknowledge that a direct quantitative comparison between the two may not provide a comprehensive assessment of our 
model’s merits. However, we firmly believe that demonstrating the improvements achieved by our data-driven approach in terms of 
route understanding, prediction accuracy, and the ability to simulate real-world freight transport scenarios contributes to advancing 
the field. This comparison is intended to underscore the practical implications and potential applications of our model within the 
context of freight transport logistics. 

4.4. Model evaluation 

The tour distance and number of stop distributions are two important aggregate features that should be captured well by tour 
models. To evaluate the performance of our model to reproduce aggregate tour characteristics for the purpose of freight modelling, we 
simulate the model on the available shipment data. This time, however, we do not specify the link between shipments and tours. In 
other words, only shipment origins and destinations (OD) is available to the firms. In this experiment, firms do the routing and 
scheduling for multiple vehicles to meet all the shipments on the planning day. Note that shipment OD is available at 6-digit postcode 
level. Multiple firms may be active in a 6-digit postcode. We assume, however, that all the shipments that belong to a postcode belong 
to one single hypothetical firm. This assumption can be refined using advanced population and shipment synthesis models, if available. 
We also add 11,265 direct tours to our sample for model evaluation. 

For each firm, we use benchmark TSP and the data-driven TSP model to route and schedule tours. We group tour length into 
different clusters and compared the estimated tour distance distribution with the observations in Fig. 3. The results show that the 

Fig. 3. Estimated vs. observed tour distance distribution.  

Fig. 4. Estimated vs. observed tour number of stops distribution.  

Fig. 5. Observed and estimated departure time and end time intervals.  
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model is able to approximate this feature reasonably well. Unlike the benchmark TSP model, the proposed data-driven TSP model can 
re-produce tour length distribution. 

Similarly, in Fig. 4 we can see that our data-driven model captures the general pattern in the frequency of tours with different 
numbers of stops. In general, it can be concluded that tours with a smaller number of stops (3 and 4) are slightly overestimated. 

We also compare the coincidence rate of estimated and observed tours’ departure and end time in Fig. 5. After estimating the 
departure time and the end time of tours using the proposed model, we count the number of tours that their departures and end times 
fall into the same time intervals as the observe tours. The figure shows that our model can correctly predict departure (up to 96 %) and 
end (up to 95 %) times of the tours. 

4.5. Sensitivity analysis 

In addition to the model validation, we test the sensitivity of our model towards the increase or decrease of travel time. From the 
data, we identify the most frequent link (i-j) in all tours. We increase and then decrease travel time on this link for both morning and 
afternoon by 10 %, 20 % and 50 %. The results in Fig. 6 show that the model is sensitive to changes in travel time and assigns fewer 
trips to this link if we increase the travel time. 

We also experiment with the sensitivity of the model to changes in travel costs per kilometre. Changes in transport costs can happen 
due to, for instance, tolling systems, increases in labour costs, fuel costs, or carriers’ fixed costs. Fig. 7 indicates that the proposed 
model responds logically to changes in travel costs. 

A comparison between the sensitivity of the tours to cost and time shows that carriers are more sensitive to transport costs than 
travel time. The sensitivity of this model towards time and cost – along with its ability to model tours spatially and temporally – makes 
this modelling approach a strong and more realistic tool, as compared to conventional models, for policy implications and impact 

Fig. 6. Sensitivity analysis for travel time increase/decrease on the most frequent link i-j.  

Fig. 7. Sensitivity analysis of the model on transport cost variations.  
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assessment. 

5. Discussion and conclusion 

This research investigated the possibility of developing a data-driven tour model to capture the activity of freight carriers from 
disaggregate and partially available tour data. We parametrized a time-dependent TSP model to capture the aggregate spatial and 
temporal correlations between trip legs in a tour. We used Bayesian optimization to estimate the parameters of this model. The results 
from the model show that the estimated model not only fits the individual tour flow data with high accuracy but also it captures 
aggregate tour features like tour distance distributions and the number of stops. The model is sensitive to time and cost changes and can 
be used as a tool in traffic simulations for integrated traffic and freight transport modelling. 

The proposed model has practical capabilities, and also limitations. Estimating a general tour model which can represent the 
collective tour activities of large carriers can become an undetermined problem, especially when a limited imperfect amount of dis-
aggregated data is available. Researchers have been dealing with these problems in transportation science for decades (for example in 
OD estimation problem (Krishnakumari et al., 2020). The performance and accuracy of models in these cases depend largely on the 
amount of prior information used to help the model converge to the real behaviour of road users. Our proposed method shows that 
additional, although imperfect, tour information like tour duration, cost, start time, and end time can provide a robust and accurate 
estimation of a single tour model with meaningful parameters that can reproduce the preferences of carriers in planning tours. 

It is important to note that while certain features may resemble human planners’ behaviour, the underlying reasons for these 
decisions remain largely unknown. For instance, a common observation might be that tours generated by our model tend to avoid 
selecting links in the afternoon with high travel times. Although this pattern suggests the preference of human planners for efficient 
routes, it does not necessarily imply that this is the exact reason behind the observed behaviour. Understanding the exact motivations 
behind the decisions captured by our tour generation model remains a challenge. Consequently, efforts to interpret and explain the 
decision-making processes of these systems remain an ongoing research area. 

However, the lack of a causal relationship between the parameters and the tour outcomes does not hinder our model capability for 
its domain application. This is because our model has a primary objective of generating tours like human planners and the meaningful 
parameters incorporated within it offer valuable insights for conducting what-if analyses. These parameters effectively capture the 
likelihood and preferences of human planners under specific conditions, allowing us to understand the potential outcomes of varying 
factors within the tour generation process. 

By utilizing the meaningful parameters of our model, we can simulate and assess the potential impacts of different variables on tour 
outcomes. For example, we can analyze the effect of adjusting pickup times and durations, modifying constraints, or introducing new 
destinations. This capability empowers us to explore various “what-if” scenarios, gaining valuable insights into how changes in the 
model’s parameters might influence the generated tours and consequently freight and logistics system. 

Although the model validation shows that the proposed model can accurately predict the routing and scheduling of carriers, the 
high accuracy of the model on the test data is not a surprise as the test data also come from the same sample distribution (but unseen 
data) on which we build the model. The ideal way of evaluating the model performance would be to use secondary data such as truck 
counts on road networks to validate and calibrate our model. This, however, requires integrating this model into a more compre-
hensive freight transport model. 

To the best of our knowledge, there is no comparable study that we can compare our results with across all dimensions. de Jong 
et al. (2016) estimated models to explain the time-period preferences of receivers in road freight transport. They have applied this 
model to assess the impact of these preferences on the time-period choices of carriers. De Jong et al. show that road freight carriers are 
relatively insensitive to travel time changes. In contrast, carriers are more sensitive to peak hours if they realize an increase in transport 
costs. de Jong et al. (2016) only consider the time dimension in freight transport without considering the impact of routing. Inter-
estingly, our model, which treats both routing and scheduling of carriers, shows the same behaviour in tour planning. The spa-
tial–temporal connection that trips have in our model makes this method a good candidate for spatial and temporal analysis. One can 
use this model, for instance, to study the impact of off-peak policies or to investigate the impact of an increase or decrease in transport 
cost (e.g., fuel cost, distance/shipment size-related costs) or cost of travel time (e.g., toll system), on the activities of carriers. These 
abilities make this an interesting tool for policy analysis with capabilities that go beyond current models. 

Seen as a tool for analysts, our work can also be used to understand the impact of freight activities on the traffic system. The 
activities resulting from this model can be easily translated into a time-dependent truck OD table, which can be coupled with a traffic 
simulation model to investigate the inter-connection between freight and traffic. In this study, the model used the travel time matrices 
from a traffic simulation model to estimate tours. In return, the time-dependent truck OD that resulted from this model can be also used 
as input to traffic simulation models. This could provide interesting insights into the inter-relation between logistics and traffic sys-
tems. Additional future research direction is the use of auxiliary data such as truck counts on the road networks that can be used to 
enhance the accuracy of the VRP calibration and time-dependent truck OD matrix estimation. 
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