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Abstract. Solvers for constraint optimisation problems exploit variable
and value ordering heuristics. Numerous expert-designed heuristics exist,
while recent research uses machine learning to learn novel heuristics. We
introduce the concept of deep heuristics, a data-driven approach to learn
extended versions of a given variable ordering heuristic. We demonstrate
deep variable ordering heuristics based on the smallest, anti first-fail, and
maximum regret heuristics. The results show that deep heuristics solve
20% more problem instances than classical ‘shallow’ heuristics.

1 Motivation and Approach

The order in which the variables are chosen can have significant e↵ect on the
total runtime of a constraint optimisation problem solver [3]. We address the
situation of online solving of unseen optimisation problems. We introduce deep
variable ordering heuristics, approximation functions that look at multiple levels
of a search tree with the aim of generalizing better than classical heuristics.

As summarised in Figure 1, we implement deep heuristics in the open source
Gecode solver [5]. Given a problem instance, an initial probing phase employs
pseudo-random search to gather a variety of variable-value assignments. This data
is then utilised by the machine learning component to acquire a deep heuristic
function. Then second, during solving, given the current search state, the solver
can predict scores with the learned model and select the variable with the best
predicted score. Third, to leverage the pseudo-random nature of the probing
data, a restart-based search strategy allows for multiple ML models to be learned,
increasing the chance of finding solutions.

Chu and Stuckey [1] use online learning to acquire value heuristics: we learn
variable ordering heuristics and we utilise a more complex score function. We
use deeper lookaheads than Glankwamdee and Linderoth [4], and exploit ML
predictions to circumnavigate the cost of lookaheads during search.

2 Results and Discussion

We test deep heuristics on four representative problem classes from the MiniZ-
inc benchmarks: Resource Constrained Project Scheduling Problem (RCPSP),
Evilshop, Amaze, Open Stacks. Instances are run for a maximum time of 4 hours.
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Fig. 1: Probing, learning, and heuristic search phases implemented in Gecode.

(a) Gecode heuristics (b) Deep heuristics

Fig. 2: Comparison of mean runtime between heuristics

Results, such as shown in Figure 2, indicate that the deep heuristics often –
but not always – outperform the ‘classical’ version of the heuristics. For the deep
heuristics, the runtime includes the probing and training time, as well as the
solving time. Full results are found in the thesis [2]. Overall we find that deep
heuristics solve 20% more problem instances, while improving on total runtime
for the Open Stacks and Evilshop benchmark problems.

The thesis provides a novel approach to one-shot learning of search heuristics
for constraint optimisation problems. Further experiments are warranted to assess
the contribution of each the parts of our approach. In particular, recognising
the stochasticity inherent in a learning-based approach, we use restarts with the
deep heuristics – but not with their classical counterparts.
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